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Chapter 1

The Euclidean space R"

In Analysis 1 you have learned the fundamental concepts of differential and integral
calculus of real-valued functions in one real variable, known as Single Variable Calculus.
However, real-life phenomena often depend on a multitude of factors and it requires
more than just one variable to properly model such situations. This leads to the study
of the theory of differentiation and integration of functions in several variables, called
Multivariable Calculus. The mathematical stage on which the study of functions in
several variables unfolds is the n-dimensional Euclidean space R™.

Before defining the n-dimensional Euclidean space and its intrinsic topology, let us
recall some basic notions commonly used in analysis and calculus.

the natural numbers {1,2,3,4,...},

the integers, i.e., signed whole numbers {...,—2,—1,0,1,2,...},
the rational numbers § with a € Z and b € N,

the real numbers,

the complex numbers,

QOFONZ

An open interval is an interval that does not include its boundary points and is

bt
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denoted by parentheses. The open intervals are thus one of the forms

(a,b) ={r € R:a < x < b},
(—o0,b) ={zx € R:z < b},
(a,40) ={r €R:a <z},
(—o0, +o0) =R,
where a and b are real numbers with a < b. The interval (a,a) = ) is the empty set,
a degenerate interval. Open intervals are open sets in the topology of R.

A closed interval is an interval that includes all its boundary points and is denoted
by square brackets. Closed intervals take the form

la,b] ={z € R:a <z < b},
(—o0,b] ={zr e R:z < b},
[a,+00) ={z € R:a <z},

(—o0, +00) = R,
Closed intervals are closed sets in the topology of R. Note that the interval R =
(—o00, +00) is both open and closed at the same time.

A half-open interval is a finite interval that includes one endpoint but not the other.
It can be left-open or right-open, depending on which endpoint is excluded:

(a,b) ={x € R:a <z < b},
la,b) ={z € R:a < x < b},
Note that half-open intervals are neither open nor closed sets in the topology of R.
Intervals of the form [a,b], [a,b), (a,b], (a,b) for a,b € R with a < b are called

bounded intervals, whereas intervals like (—o0,b], (—o0,b), [a, +00), and (a,+00) are
unbounded intervals.

1.1 The vector space R"

Given a positive integer n, the set R™ is defined as the set of all ordered n-tuples
(x1,...,2,) of real numbers. It is called the standard Euclidean space of dimension n,
or simply the n-dimensional Fuclidean space.

We can represent an element of R” either as an n-tuple, which is the same as a row
vector with n entries,

x = (z1,...,2,)

or as a column vector with n entries

T
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Both representations are common and widely used in the literature. We will generally
use column vectors to denote elements of R” in calculations, and row vectors to denote
elements of R as input parameters of functions defined on R".

There are also different ways in which elements in R™ are denoted, the three most
common are

x, X, and Z.

In this text, we will predominantly use x for elements in R and x for elements in R"
for n > 2.
If n =1 then R! = R corresponds to the real line.

0 T

| |
T T

If n = 2 then R? corresponds to the 2-dimensional plane. A point in R? is usually
written as either (x,y) or x = (21, z3).

If n = 3 then R3 corresponds to the 3-dimensional space. A point in R? is usually
written as eitehr (x,y, z) or x = (21, 2, T3).

3 S~ X = ($17x27$3)
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The set R™ is an n-dimensional inner product vector space over the real numbers.
This means it is closed under addition, scalar multiplication, and endowed with an
inner product called the scalar product. The addition on R" is defined coordinate wise
by

x (1 T1+
xty=| |+ =] :
Tn Yn Tn + Yn
The multiplication of an element x € R™ by a scalar A € R is defined as

I )\.fL'l

T, ALy,

The way in which addition and multiplication on R™ interact is described by the
distributive law, which asserts that

AMx+y) = x4+ M\y. (Distributive Law)

The vector space R" is also equipped with a scalar product (-,-): R* x R" — R
defined as

<X7 Y> = Z LrYk-
k=1

The scalar product satisfies the three following properties:
1. Positive-definiteness: (x,x) > 0 for all x € R", with equality only for x = 0.
2. Symmetry: (x,y) = (y,x) for all x,y € R™.
3. Bilinearity: (ax + fBy,z) = a(x,z) + ((y,z) for all x,y,z € R" and «, 5 € R.
In linear algebra, a vector x is also an n x 1 matrix. Its transpose, written x' =
(1,...,xy,), is therefore a 1 x n matrix, and we can interpret the scalar product of

two vectors x,y as the matrix product of x' and y:

Y1

(x,y) = x'y = (@1,...,20) - | ¢
Yn

1.2 The Euclidean distance on R"

To be able to extend the analytical methods presented in Analysis 1 to the space R",
it is important to endow R"™ with a topological structure. On R we have used the
absolute value to define a distance d(x,y) = |x — y|, which was then used to define
notions such as convergence and continuity in R. We seek to generalize the absolute
value and the distance to the space R". To do so, we will introduce the concepts of a
norm and a metric.
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Definition 1.1 (The Euclidean norm on R™). The Fuclidean norm on R™ is the
function || - ||z : R" — R defined by

Il = /) = (32 a:) (1)

It measures the distance of the point x to the origin 0 = (0,...,0).

Observe that in one dimension, the Euclidean norm of a real number is the same
as the absolute value of that number. In general, the Euclidean norm satisfies the
following properties:

1. Non-negativity: ||x||» > 0 for all x € R", with equlity if and only if x = 0.
2. Homogeneity: ||\ -x|2 = |\ - ||x]|2 for all A € R and x € R™.
3. Triangle inequality: [|x + y|l2 < [Ix[|2 + [ly|]2 for all x,y € R™.

One of the most important properties of the scalar product is the Cauchy-Schwarz
inequality, which says that

15, y) | < 1|2 [y ]]2 (Cauchy-Schwarz)
The Euclidean norm ||x||5 also corresponds to the length of a vector x. The scalar

product (x,y) measures the angle between the two vectors x and y: if we designate 6
as the angle between x and y, then

(x,y) = [Ix[[2[[y[|2 cos 6. (Angle Formula)

In particular if x and y are orthogonal vectors, i.e., § = +7/2, then (x,y) =0. As a
consequence, we obtain the famous Pythagorean theorem, which says that if x and y
are orthogonal then

I + Iz = Il + [y l2. (Pythagoras)

With the help of the Euclidean norm we can define a metric on R” called the
Euclidean distance.

Definition 1.2 (The Euclidean distance on R™). The Fuclidean distance on R™ is the
function d(.,.): R® x R" — [0, 00) given by

dx,y) =[x =yl = V(21— 00)° + ...+ (@0 — vm)*. (1.2)

The Euclidean distance captures the natural distance between two points in R”. It
satisfies the following three properties:

1. Non-negativity: d(x,y) > 0 for all x,y € R", with equality only when x =y.
2. Symmetry: d(x,y) = d(y, x).
3. Triangle inequality: d(x,y) < d(x,z) + d(y, z).
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1.3 The topology on R”

The Euclidean distance d(x,y) induces a topology on R” which underpins all analytical
considerations on R™. In particular, notions such as continuity, convergence, differ-
entiablility and integrability are all defined in terms of this topology. The building
blocks of the topology on R™ are the so-called open balls.

Definition 1.3 (Open Ball). Let a € R® and r > 0. The set
B(a,r) ={x e R":d(x,a) <r}
is called the open ball of radius r centered at a.

Open balls are the mathematical conceptualization of “nearness” and an important
use of open balls is to topologically distinguish distinct points: if x,y € R" and x # y
then we can find a sufficiently small open ball centered at x and another sufficiently
small open ball centered at y such that these two balls don’t touch.

Open balls are instances of open sets. An open set is a set with the property that
if x is a point in the set then all points that are sufficiently near to x also belong to
the set. The mathematically precise definition is as follows:

Definition 1.4 (Open set). A subset U C R™ is open if for any point x € U there
exists € > 0 such that the open ball B(x,¢) is contained in U.

The empty set () and the space R™ are open. Also, as was already mentioned, any
open ball B(a,r) is an open set.

Example 1.1 (Open Sets in R").
1. If a < b are real numbers then the interval

(a,b) ={x €eR:a <z <b}

is an open set. Indeed, if z € (a,b), simply take r = min{z — a,b — x}. Both these
numbers are strictly positive, since a < x < b, and so is their minimum. Then the
“l-dimensional ball” B(z,r) = {y € R : |x —y| < r} is a subset of (a,b). This
proves that (a, b) is an open set.

2. The infinite intervals (a, 00) and (—o0, b) are also open but the intervals

(a,b) ={x €eR:a <z <b} and [a,b] ={r €eR:a <z < b}

are not open sets.
3. The rectangle

(a,b) x (c,d) ={(r,y) ER*:a<x<b, c<y<d}
is an open set.
The antithetical notion to an open set is that of a closed set.

Definition 1.5 (Closed set). A subset C' C R™ is closed if its complement R"\C' is
open.
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The empty set () and the space R™ are the only sets that are both closed and open
at the same time. Intuitively, one should think of a closed set as a set that has no
“punctures” or “missing endpoints”, i.e., it includes all limiting values of points. For
instance, the punctured plane R*\{(0,0)} is not a closed set.

An example of a closed set is the closed ball.

Definition 1.6 (Closed Ball). Let a € R™ and r > 0. The set

B(a,r) ={x € R":d(x,a) <r}
is called the closed ball of radius r centered at a. It is a closed set.

Example 1.2 (Closed Sets in R").
1. The closed interval

[a,b) ={z € R:a <z <b}

is a closed set, because its complement R\[a,b] = (—00,a) U (b, 00) is an open set.
2. Infinite intervals with closed boundary [a, 00) and (—oo, b] are closed sets.
. Halfopen intervals such as [a,b) or (a,b] are neither closed nor open sets.
4. Any set consisting of only finitely many points is a closed set.

w

The following two propositions describe how open and closed sets behave under
basic set manipulations such as unions, intersections, and set differences.

Proposition 1.1.

o IfU CR™isopen and C C R" is closed then U\C' is open.
o IfC CR™is closed and U C R™ is open then C\U is closed.

Proposition 1.2.

o IfUy,..., U CR"™ are open then Uy U ... U U, and Uy N ... N U, are open.
o IfCY,...,Cy CR"™ are closed then C; U ... UC), and CiN...NC, are closed.

To better grasp the difference between open sets and closed sets, we introduce the
concept of interior points, exterior points, and boundary points.

Definition 1.7 (Interior, Exterior, Boundary Points). Let S be a subset of R” and x
a point in R"™.
(i) We call x an interior point of S if there exists 7 > 0 such that the ball B(x,r)
is contained in S.
(ii) We call x an ezterior point of S if there exists r > 0 such that the ball B(x, )
has empty intersection with S.
(iii) We call x a boundary point of S if it is neither an interior point nor an exterior
point for S. Equivalently, x is a boundary point of S if for every r» > 0 the ball
B(x,7) has non-empty intersection with S without being entirely contained in

S.

Note that every point is either interior, exterior or on the boundary in relationship
to a set S.
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(€]
S Boundary Point
Exterior Point
@
Interior Point

Figure 1.1: Illustration of the difference between interior, exterior and boundary points
of a set S.

Definition 1.8 (Interior). The set of all interior points of a set .S is called the interior
of S and it is denoted by S.

Definition 1.9 (Boundary). The set of all boundary points of a set S is called the
boundary of S and we use 05 to denote it.

Definition 1.10 (Closure). The closure of S, denoted by S, is the set of points x € R”
with the property that for all » > 0 one has

B(x,r) NS # 0.

Equivalently, the closure of S is the union of all its interior points and all its boundary
points.

S S S os

Figure 1.2: The interior, closure and boundary sets of a set S.

Clearly, we have the set inclusions SCSCS To summarize, the closure of S
is S plus its boundary, its interior is S minus its boundary, and the boundary is the
closure minus the interior:

S=5\0S S=5UdS, and S =25\S.

Proposition 1.3. Let S C R"™. The interior S is the largest open set contained inside
of S. The closure S is the smallest closed set that has S as a subset.
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Corollary 1.1. A set is open if and only if it is equal to its interior. On the other
hand, a set is closed if and only if it is equal to its closure, which is the same as saying
that it contains all its boundary points.

Example 1.3 (Closure, Interior, Boundary).

1. The sets (0, 1), [0,1], [0,1), and (0, 1] all have the same closure, interior, and bound-
ary: the closure is [0, 1], the interior is (0, 1), and the boundary consists of the two
points 0 and 1.

2. The sets

{(z,y) e R* : 2* + ¢ < 1} and {(z,y) e R*: 2% + > < 1}

both have the same closure, interior, and boundary: the closure is the disc of
equation 22 + y? < 1, the interior is the disc of equation 22 + y? < 1, and the
boundary is the circle of equation 2% + y? = 1.

3. The set

U={(z,y) €eR*: |y| <2”}

describes the region between two parabolas touching at the origin, shown in Fig. 1.3.
The set is open, so U = U. The closure of U is given by

U ={(z,y) e R?: |y| < 2°}.

In particular, the closure contains the point (0, 0).

Figure 1.3: The origin belongs to the closure of the shaded region.

4. The unit ball is open in R™ and is defined by
By =B(0,1)={x e R": x|, < 1}

Its boundary is the sphere 0B; = {x € R" : ||x]||s = 1}.
5. Let f: R — R be a continuous function. The set

G ={(z, f(x)) eR*: 2 € R}
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is known as the graph of f and represents a curve in R%. We have G ¢ = 0. Therefore
Gy = 0Gy. The closed graph theorem says that graph G 7 is a closed set in R? if f
is a continuous function.

6. Let B={x € R?:||x|ls <1} and I =[0,5]. The set S defined by

S:BXI:{XGR?’:xf+x§<1and0<x3<5}
is a cylinder. The set S is neither closed nor open. The boundary of S is given by
0S=0Bx1UBxdl,
E E

where
El:{X€R3:x%+x§:1and0<x3<5},
Egz{xeR?’:x%+x§<1andx3€{0,5}}.

Definition 1.11 (Neighborhood of a point in R"). Let x € R” and U C R". If x is
an interior point of U then U is called a neighborhood of x.

1.4 Sequences in R"

Limits of sequences and limits of functions are fundamental notions in calculus, as you
already have seen in Analysis 1. Let us extend these principles to higher dimensions.
We write N = {1,2,3,...} for the set of natural numbers.

Definition 1.12 (Sequences in R™). A sequence of elements of R™ is a function k +— x;
that associates to every natural number k& € N an element x;, € R". We write (X), oy
to denote a sequence in R".

Although (x),cy is by definition a sequence of n-tuples, we can also think of it as
an n-tuple of sequences by considering each coordinate as an individual sequence,

<x1:k)keN
(%K) per = :

(@) pen
Definition 1.13 (Convergent sequence). A sequence (Xj), oy of points in R" converges

to a point x € R"™ if for every € > 0 there exists N > 1 such that when & > N, then
d (xj,x) < e. In this case we call x the limit of (x;), .y and write
lim x, = x.
k——+o00

Note that not every sequence has a limit, but if a sequence does then this limit is
unique. Sequences that possess a limit are called convergent, whereas sequences that
don’t possess one are called divergent.

It follows from Definition 1.13 that a sequence (xj), .y converges to x if and only
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if the sequence of distances d (x, x) converges to 0, i.e.,

lim x, =x <= lim d(x,x)=0.
k—+o0 k—+o0
Convergence is also observed coordinate wise: A sequence (xXy),.y converges to x if
and only if each coordinate of (x),.y converges to the respective coordinate of x.
More precisely, if

(1) e x1
(%8) e = : and  x =
(@ k) e Ln
then
lim x, =x <= lim z;,=a; foralli=1,...,n.
i, ) ) )
k——+o0 k—4o00

Example 1.4 (Convergent and divergent sequences in R™).

1. The sequence (X;),cy given by

ok
_ _k_
Xk = Rl
k2—k—k
converges as k — +00 to the limit
0
x=1(11,
-2
because limy_, o0 €% = 0, limy_, 4 oo kiﬂ =1, and limy_, m = —2.

2. The sequence (Xy),cy given by

0
Xk == 1_(_1)k:
2

diverges because it diverges in the second coordinate.

The following properties describe the arithmetic operations of sequences in the n-
dimensional Euclidean space and tell us that limits cooperate nicely with the vector
space structure of R".

Properties of limits of sequences. Let (x;),.y and (y&),cy be sequences in R"
and let (Ag)gen be a sequence in R.

1. Addition of sequences: If (X;),cy and (yi),ey Poth converge then so does
(Xk + Yk)pey and

lim x, +y,= lim x,+ lim )
k—+o0 k Yk k—+o0 k k—)-i—ooyk

2. Multiplication of sequences: If (x;),.y and (Ag),cy both converge then so
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does (AxXp),en and

3. Inner product of sequences: If (x;),.y and (y),cy both converge then so

does ((Xi, Y))pen and

lim (xg, yx) = <k£1>m Xp, lim yk>.

k—4o00 +o0 k—+o0

Definition 1.14 (Cauchy sequences). A sequence (xj), oy is a Cauchy sequence if for
every € > 0 there exists N > 1 such that k,l > N implies d (xx,%;) < €.

Theorem 1.1. Every convergent sequence (Xj),oy is a Cauchy sequence and every
Cauchy sequence is convergent.

Proposition 1.4. Let S C R" be a non-empty set and suppose x € 0S is a boundary
point of S. Then there exists a sequence of elements in S, X1, Xz, X3,... € S, such that

lim x; = x.
k—+o0

The following example provides an illustration of the content of Proposition 1.4.
Example 1.5. Consider the open ball of radius 5 centered at the origin in R2,
B(0,5) = {x € R?: ||x||]s < 5} = {(z,y) € R? : 2® + 3> < 25}.
The boundary of B((0,0),5) is the circle of radius 5 centered at the origin, i.e.,
0B(0,5) = {x € R*: ||x|s =5} = {(z,y) € R? : 2* + y*> = 25}.
Any point x € 0B(0,5) of this circle takes the form

5cost
X = (581110) , for some 6 € [0, 27).

We can define a sequence

and note that limy_,, . X = X. So we see that x;,x5,X3,... is a sequence of points
inside the open ball B(0,5) converging to the point x on the border .

Proposition 1.5. Let S C R" be a non-empty subset of R" and let (x),.y be a
sequence of elements in S. If (X ) pey converges then the limit limy_, o X = X must
belong to S, the closure of S.

ke

Example 1.6. Consider the “halfopen” rectangle
S =1[0,1] x [0,1).
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This is not a closed set, because the point (%, 1), for example, is in the boundary 95
but not in S itself. Moreover, the sequence

.66 00

is a sequence of points in the interior of S that converge to the point (%, 1), which is
not part of S, but it is part of the closure of S.

Definition 1.15 (Bounded set). A subset £ C R" is bounded if it is contained in a
ball of finite radius centered at the origin:

E C B(0,R) for some R < 0.

Note that a closed set need not be bounded. For instance, the interval [0, 00) is
closed, but it is not a bounded.

Definition 1.16 (Compact set). A subset C' C R"™ is compact if it is closed and
bounded.

Compactness is the basic "finiteness criterion" for subsets of R”. An important char-
acterization of compact sets in Euclidean spaces is given by the Bolzano-Weierstrass
theorem. Before we can state this theorem, we need to recall what is a subsequence.

Definition 1.17 (Subsequence). A subsequence of a sequence (Xj)ren is any sequence
of the form (xy, )ien, where (k;);en is a strictly increasing sequence of positive integers.

If a sequence converges then any subsequence of it also converges to the same limit.

Theorem 1.2 (Bolzano-Weierstrass theorem in R"). Let C' C R" be compact. Any
sequence (Xy)gen of elements in C' possesses a convergent subsequence (X, );eny whose
limit is in C.

Definition 1.18 (Bounded sequences in R™). A sequence (xj), oy is bounded if there
exists a constant C' > 0 such that ||xx||, < C for any k € N.

Note that every convergent sequence is a bounded sequence, but the opposite is
in general not true. For example, the sequence x; = (—1)* is bounded and does not
converge. The following is an immediate corollary of the Bolzano-Weierstrass theorem.

Corollary 1.2. Each bounded sequence (Xj),.y in R™ has a convergent subsequence
(%, )ien-






Chapter 2

Real-valued functions in R"

Multivariable calculus, also known as multivariate calculus, is the extension of calculus
in one variable to calculus with functions of several variables. We start by defining
real-valued functions in more than one variable.

2.1 Definition

Definition 2.1 (Real-valued function on £ C R™). Let E be a non-empty subset of
R™. A function f: F — R that assigns to every element x € E a unique real number
y = f(x) is called a real-valued function on E.

Given a function f: F — R, the domain of f is E, denoted dom(f) or dom f. In
theory, the domain should always be a part of the definition of the function rather
than a property of it, but in practice it is often the case that the domain is inferred
by the description of the function (see Examples 2.1 and 2.3 below).

The image (sometimes also called the range) of a function f is the set of all the
output values that f produces. We denote it by Im(f) and it is formally defined as

Im(f) ={f(x):xe F} ={y € R:3x € £ with f(x) =y}

Example 2.1. Let us find and sketch the domain of the function

vr+y+1

flzy) = @1

The expression for f makes sense if the denominator is not 0 and the quantity under
the square root sign is nonnegative. So the domain of f is:

dom(f) ={(z,y):x+y+1=>0,z#1}.

The inequality z +y+1 > 0, or y > —x — 1, describes the points that lie on or above
the line y = —x — 1, while x # 1 means that the points on the line x = 1 must be
excluded from the domain. See Fig. 2.1 for a sketch of this region.

19
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)
vz =1
r+y+1=0 1+
; x
—1 \ :
E dom(f)
~1 \
Figure 2.1: The domain of the function f(x,y) = V(f:r_yf)rl

The relationship between the domain and the image of a function is described by
its graph. We use G(f) to denote the graph of a function f: £ — R and it is given by

G(f) = {(ch‘x)) 'x € D} C R,

Note that the graph of f is a subset of R™"!. More precisely, the graph is the
hypersurface in R""! corresponding to the set of all points (z1,..., T, Tny1) € R
that satisfy the equation

Tp1 = [(T1,...,2p).

Example 2.2. Consider the equation x + y = z; as you learned in linear algebra, the
solutions to this equation describe a plane in R3. Now, compare this with the function
f(z,y) = = + y, a real-valued function in two variables. By definition, the graph of
f(x,y) consists of points (z,y,2) € R® where z = f(x,y). For f(x,y) = x + y, this
gives the equation of the plane x +y = 2. Thus, the graph of f(x,y) = z+y is exactly
the plane z + y = z.

Example 2.2 connects what you studied in linear algebra, where you worked with
linear equations like x + y = z, to what you're learning now in multivariable calculus.
But there’s more! With multivariable functions, you can describe not just planes, but
much more complex geometric surfaces, as this next example illustrates.

Example 2.3. Consider the real-valued function f(z,y) = /1 — 2% — 32, which is a
function in 2 variables. The natural domain of this function is dom(f) = {(z,y) €

R? : 22 + y? < 1}, which is the closed disc of radius 1 centered at the origin. The
image of f is Im(f) = [0,1] and the graph G(f) = {(z,y,2) € D xR,z = f(z,9)}

coincides with the set of solutions to the equations
P +y*+22=1 and z>0.

In other words, the graph of the function is a semi-sphere, see Fig. 2.2 below.
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Figure 2.2: Graph of the function f(z,y) = /1 — 22 — y°.

Example 2.4. In physics, the functions f: R®" — R are often called scalar fields.
The gravitational potential of a mass or the electric potential of an electric charge are
examples of scalar fields:

k

B

¢:RN\{0} = R, o(x)

for a real constant k. In mechanics, we often consider systems where the energy is
conserved (Hamiltonian systems). For the movement of a particle of mass m in space,
subject to the potential V(x), its energy is a real-valued function of its momentum
p = mv here v is the velocity and x the position in space:

2
E:R"xR"—> R, E(p,x) = Ipl; + V(x).

2m

The movement follows the lines at which the energy FE is constant. These lines are
called “contour lines” and they are special cases of so-called level sets, which we define
and discuss next.

2.2 Level Sets
Definition 2.2 (Level set). Let f: E — R, E C R*(E # (). Given a real number
c € Im(f), we call the set

L(f)={x€D: f(x)=c} = f"'({c})
the level set of f at height c. If ¢ ¢ Im(f), then L.(f) = 0.
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45

level
curve

Sl y) =20

Figure 2.3: The figure displays the graph of a function in 2 variables together with an
illustration of its level curves in the zy-plane. One can also think of level curves as the
projection of the horizontal traces onto the xy-plane, where a horizontal trace is a line
formed by intersecting the graph of the function with a plane parallel to the xy-plane.

Level sets of functions in 2 variables f: R? — R are sometimes also called level
curves (or contour lines). It represents all the points where f has 'height” c¢. A
collection of contour lines is called a contour map. Contour maps are very helpful for
visualizing functions, and they are most descriptive if the level curves are drawn for

equally spaced heights, see Fig. 2.4.

KEY

Precipitation (cm/yr)
[ under2s [l sotot00 M 200to0 250
[ 25t0 50 [ 100t0200 [l Over250

Figure 2.4: Contour map of participation as a function in two variables, the longitude
and latitude coordinates on earth.

In summary, we now have learned of two ways of graphically representing a real-
valued functions in two variables. The first way is by its graph, which is a hypersurface
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in R3, and the second is by a contour map, the projection of its contour lines onto the
plane R?. In Fig. 2.5 below you can see these two methods juxtaposed.

5 a ‘\

/

Figure 2.5: Depiction of graph (left) and contour diagram (right) of the same function
in 2 variables.
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Example 2.5. Consider the same function as in Example 2.3, that is, f(z,y) =
V1 —2x? —y?, and let us try to produce a simple contour diagram for it. By definition,

the level curve of f at height ¢ is L.(f) = {(z,y) : V1 — 1:2 —y? =c} CR% InFig. 2.6
we see the level curves of this function at heights ¢ = 0, £, 1, denoted by Lo(f), L 1 (f),

and Li(f).

)2

Ll(f) €T

Figure 2.6: Level curves of the function f(z,y) = /1 — 22 — y? at heights ¢ = 0, ¢ = 3,
and ¢ = 1.

Example 2.6. Let f(z,y) = \;—%, whose domain is dom(f) = {(z,y) € R? : y >
y—zx

z?}. Notice that dom(f) is open and unbounded.
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Figure 2.7: The figure displays a series of level curves for the function f(x,y) = Vo
y—x

passing through the point (1,1). As we will explore subsequently, this indicates that
the limit of f(x,y) as (x,y) approaches (1,1) is not well-defined.

2.3 Limits

Definition 2.3 (Bounded function). A function f: E — R is bounded if there exists
a number M € [0, 00), such that |f(x)|< M for all x € E. In this context, we call M
an upper bound of f, or say that f is bounded by M.

Definition 2.4. Let f: F — R with £ C R". We say that f is defined in a neighbor-
hood of xo € R™ if xq is an interior point of F U {xq}. That is, there exists 6 > 0 such
that B(xo,d) C E'U {x0}.

In the above definition, it is possible that xo ¢ E. In other words, it is possible
for a function to be defined in a neighborhood of x;, € R™ without being defined at xq
itself.

Example 2.7. Consider the function f(x) = ﬁ whose domain equals dom(f) =

{x € R": ||x]| # 0} = R"\{0}. Although this function is not defined at 0, it is defined
in a neighborhood of 0.

We are concerned with points where the function is defined in a neighborhood
around the point, because this is necessary to properly define the limit of a function at
that point. If the function is not defined in the neighborhood of a point, then it is not
always possible to talk about the limit of the function at that point without running
into mathematical contradictions.

Definition 2.5 (Limit of a function). Let E be a subset of R, f: E — R a function
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with domain £ and assume f is defined in a neighborhood of the point x, € R™. We
say that f has a limit [ € R at xy and write

lim f(x)=1,

X—X0

if for all € > 0 there exists § > 0 such that for all x € F,

0<x—x) <0 = |f(x)—ll<e

Note that the limit of a function at a point does not always exist. But if it does
exists then it is unique, which means that a function has at most one limit at a given
point.

Example 2.8. Let f: R? — R be the function defined by
$3+y3 .

C[EE i (a,y) £ (0,0)
ft ’y)_{o if (z,y) = (0,0)

Let’s calculate its limit as (x,y) approaches (0,0). We will learn several different
methods of finding the limit of a function at a point (see, for example, the Squeeze
Theorem below), but the most standard method consists of simply verifying Defini-
tion 2.5. Given the relation 0 < y/x? + y?, we have

|z +y| |2* — zy + 37| 2? + |z|ly| + y*
|f(z,y)| = ey < (|lz] + [y]) PR
o + |||yl + v* + 5(|z — |y])?
2
< (lz] + Jy]) 21
— 2~ @ 29
(lz] + |y!) PR

3.2 3,.2
5T+ 5y
gQWMZSWZ?’H(%y)H?'

This shows that as long as § < § we have [|(z,y)|2 <d = |f(2,y)| <e. According
to Definition 2.5, this means exactly that limx_,(0) f(x) = 0.

Proposition 2.1 (Characterisation of limits by sequences). Let E C R" x, € R”
and assume f: E — R defined on a neighbourhood of xq, and | € R". The following
statements are equivalent:

1. limy %, f(x) = 1.
2. lim, o f(a,) =1 for every sequence (ax)ren in E\{Xo} converging to xy.
Properties of limits of functions. Assume limy_,x, f(X) and limy_,, g(x) exist.

1. Linear combinations: For constants «, 5 € R, we have

Jim (af(x) + Bg(x)) = a( lim f(x)) + 5( lim g(x))

X—X0



26 CHAPTER 2. REAL-VALUED FUNCTIONS IN R"

2. Products:
i (70x) o) = (Jg, £09) - Jn, o).
3. Quotients: If limy ,y, g(x) # 0, then

lim (f(x>> _ lime, f(%)

X7 - limyyg g(x)

9(x)

4. Compositions: Let a = (a,...,a,) € R* and b = (by,...,b,) € R" be given. If
limy_,» f(x) exists, and ¢g; : R — R are functions such that lim,_,; g;(z) = a; for
each 7, then

)1(1_13%’ f(gl(xl)agQ(mQ)a ce 7gn(xn>) = lim f(X)

x—a

Example 2.9. Let us calculate

) 1+ axy
lim )
(zy)—(-34) 1 — 2y

Since lim, ) (—34) * = —3 and lim, ), (—34) ¥y = 4, it follows from properties 1 and 2
of limits of functions that

lim 1+4+zy = 1+ lim = lim = 14+(-3)-4=-11.
(;r,y)—>(—3,4) y (($7y)ﬁ(_374) )((x,y)—>(—3,4) y) ( )
Similarly, we obtain lim(, 341 — 2y = 13. Since the limit of the numerator
and denominator exist and the denominator does not converge to 0, it follows from
property 3 of limits of functions that

I+zy lim, )~ (—3,4) 1 + 2y 1

lim . .
(zy)—=(-34) 1 — 2y limy g ) (—34) 1 — 2y 13

Example 2.10. Let f: R?> — R be the function defined by

) ee i (zy) #(0,0)
flw,y) = {0 if (z,y) = (0,0).

The graph of this function is depicted in Fig. 2.8 below. What is the limit of this
function as (x, y) approaches (0,0)? To answer this question, note that lim; o f(¢,¢) =
%, whereas lim;_,o f(¢,0) = 0. Since these two limits are different from one another, it
follows from property 4 of limits of functions that the limit as (z,y) approaches (0, 0)
does not exist. This can also be observed graphically. The graph of f is shown in
Fig. 2.8 and contains the two lines {(x,0,0) : z € R} and {(0,y,0) : y € R}, as well
as the half-lines {(¢,¢,2) : t € (0,+00)} and {(t,t,3) : t € (—o0,0)}.
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Figure 2.8: Graph of the function f(z,y) = m;’fyz.

Example 2.11 (The problem with limits in several variables). Let f: R? — R? be a
function in two variables; we would like to determine the limit

lim x,1).
(z,y)—(0,0) fz.y)

A (naive) idea is to compute the two iterated limits:

limlim f(z,y)  or  limlim f(z,y).
If these two limits exist and coincide, one might then be led to believe that the limit of
the function at (0,0) is equal to 0. However, this is note true! For example, consider
the function

i (a,y) # (0,0,

fey) = {0, if (z,y) = (0,0).

For this particular function, we find that the iterated limits are:

L o my 0o
Vi o f(, 9) = limy iy 255 = 1 g = O
lim Tim f(z, y) = lim i Yy 0 _ 0
ylir(l)xli% nY _ygr(l)xl—%xz—}—yQ_yl—r}%O—}—yQ_

However, instead having the two variables approach 0 one after the other, we can have
them approach zero simultaneously, for example along the diagonal x = y. In this
case, setting both x and y equal to ¢ and letting ¢ go to zero, we obtain

: .ttt 11

g /(00 =i =l = o
which yields a different result. Since we can approach (0,0) in two different ways and
obtain different results, it means that the limit does not exist.
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%—%T

_ + _
1
2 |
A next idea would be to test all possible directions,

lim (o, 51),

with «, 5 € R not both zero (thus covering all lines of equation Sz — ay = 0, which
are all lines passing through 0). If all the limits along all the lines passing through 0
exist and coincide, can we conclude that the limit exists? The answer is still no! This
is because we might obtain a different result when following a trajectory that is not a
straight line.

N
%O/"'

”

/TN

For example, if f: R? — R is defined by

it (my) # (0,0),
fle.y) = {0,+ if (z,y) = (0,0).

then for any «, § € R, we have
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If =0, then 8 # 0 and we obtain 0. Otherwise,

| 00
oy S, 50) = e = ato

We obtain 0 in all directions. However,

¢ 1
. 2 T _ =
S0 =l a = 5
Again, this means that the limit does not exist.
The above example shows that if the iterated limits exist and are the same, this
does not necessarily imply that the limit of the function exists. However, the converse
is true, as the following proposition illustrates.

Proposition 2.2 (Permutation of limits). Let f: R? — R be a function such that
lim ;) (ap) f(2,y) = l. Suppose, moreover, that for every v € R, the limit lim,_, f(x,y)
exists and that for every y € R, the limit lim,_,, f(z,y) exists. Then,

lny (lim f(2,)) = lim (lim f(2.) ) =1

T—ra

Theorem 2.1 (Squeeze Theorem - Théoreme des gendarmes). Let E C R", and
functions f, g, h : E— R be defined on a neighborhood of xq € R™. If

Jim f(x) = lim o(x) =1
and there exists a > 0 such that for all x € F,

0<[x=xof| <a = f(x) <h(x) <g(x)
then

lim h(x) = .

X—X0

Example 2.12. Let us demonstrate that the limit of the function f: R? — R defined
by

o aymal Lyl () # (0,0
) % if (2, ) = (0,0)

is zero as (x,y) approaches (0,0) (see Fig. 2.9). On one hand, for every element (z,y)
in R? satisfying 0 < /22 + 9% < 1:

0 < |f(z,y)| = [ey In(lz| + [yD] < [(Je] + ly]) (| + [y])]

On the other hand, since limy_,o4 tInt = 0 and lim, 40,0 (|2] + |y|) = 0, it follows
that:

lim + |y|) In(|z| + —0.
o Jim (el + Jyl) (el + Jy))
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Therefore, using the Squeeze Theorem, we obtain that

lim x, =0
w1 @)l

which implies that lim, ) 0,0) f(z,y) = 0.

2

Figure 2.9: Graph of the function f(z,y) = zyIn(|z| + |y|).

Limits of functions in two variables

Theorem 2.2 (Squeeze Theorem in Polar Coordinates). Let D C R? (7,§) € R?,
f D — R be defined in the neighborhood of (z,7) and | € R. Then,

lim x,y) =1
(:v,y)—>(ri,z7)f< y)

if and only if there exists § > 0 and a function ¢: (0,0) — R such that

(i) tim, o (r) = 0
(ii) VO € [0,27) we have |f(Z +rcosf,§ + rsind) — 1| < (r)

Example 2.13. Let f: R*\{(0,0)} — R be defined by
1
f(x,y)zxcos( )

x2 4 y?

Let’s discuss the limit

lim z,Y).
(z,y)—(0,0) fz.y)

Step 1: Testing the directions. We compute

1
lim f(rcosf,rsinf) = lim rcosé’cos( )

r—0+ r—0+ r2cos? 6 + r2sin? 4

1
= lim 7 cos® cos (2) )

r—0t T
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Since
1
—1<COS( 2) <1,
r
it follows that
=0-cosf =0.

Thus, [ = 0 is independent of 6.
Step 2: Applying the criterion. We have
1
rcosﬁcos( )—O‘

r2cos? 0 + r2sin? 6

|f(rcos@,rsinf) — 1| =

1
rcos@cos( >‘

2
Since
|cosf] <1
we get
1
< |rcos <2>‘ — 0.
r
' _ 1
By setting ¢(r) = ‘7’ cos (72) ,
li
i, ) =

Moreover, for all 6 € [0, 27],
|f(rcos@,rsinf) — 1| < o(r).
Thus, the criterion is satisfied, and we conclude that

lim  f(z,y) =0.

(2,5)—(0,0)
Example 2.14. Let f: R*\{(0,0)} — R be defined by

2||

,Y) = 55—
f(z,y) P

Let’s discuss the limit

lim T
oo f(x,y).

Step 1: Testing the directions. We compute

2r| cos 0|

lim f(rcosf,rsinf) = lim
r—0+ g )= r—0+ 12 c0s? 0 + 1| cos 6| + r?sin® 6

31
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, 2| cos 0|
= lim ————
r—0+ 12 + 7| cos f|

. 2| cos b
= lim ———
r—0+ 1+ | cos |

0 if cosf =0
2 if cosf # 0

Thus, if we choose 61 = 0 and 6, = 7, we obtain

lim f(rcosfy,rsinf;) =2
r—0+

lim f(rcosfy,rsinfy) =0,
r—0+

and therefore, the limit lim, o+ f(z,y) does not exist.

Example 2.15. Let f: R*\{(0,0)} — R be defined by

flay) = 8+cos( : )

3 +y3

Let’s discuss the limit

lim ).
(z,y)—(0,0) fz.y)

We use polar coordinates.
Step 1: Directional Test. We compute
7 cos 6

lim f(rcos@,rsinf) = lim
r—0+ r—0% 8 4 cos (m)

At this stage, note that since cos(...) > —1, we have

1
8 > 7.
- eos <r3(cos3 6 — sin? 9))

Since the numerator tends to 0, it follows that

lim f(rcosf,rsinf) =0,
r—0t+

which does not depend on €, so we choose [ = 0.
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Step 2: Criterion. We have

7| cos 6|

1
|f(rcos@,rsind) — 1| = <?r3.

8 + cos (T3(COS3 61—s1n3 0))
Choosing ¥(r) = %7“3, we see that ¢ satisfies the hypotheses of the squeeze theorem,
SO

lim )f(x,y) = 0.

(2,y)—(0,0

As a side note, this function is a perfect example where the squeeze theorem in Carte-
sian coordinates works well. We have

|z
||

Choosing p(x) = &, we obtain the desired result.

Example 2.16. Now, consider f : R?\{(0,0)} — R defined by

%y
f(x7y) - xQ +y4
Let’s discuss the limit
lim x,1).
(z,y)—(0,0) f( y)

We switch to polar coordinates.

Step 1: Directional Test. We compute

73 cos? 0 sin 0

lim f(rcosf,rsinf) = lim
r—0+ ( ’ ) r—0+ 12 cos? @ + rtsint 9

r cos? fsin 0
im .
r—0+ cos? @ + r2sint 4

If cos @ = 0, the limit is 0 since the numerator is zero. If cos # 0, we obtain

0

— =0
cos? 6

Thus,
lim f(rcosf,rsinf) =0,

r—0t
so we choose [ = 0.
Step 2: Criterion. We have
r cos? 0| sin 0]
cos? 6 + r2sint 0’

|f(rcos@,rsinf) — | =

We estimate the denominator from below. In such cases, we usually use the fact that
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r sm46’ > 0. This is a finer estimate than usmg cos?f > 0, since as r — 0, the
term 7r2sin* @ vanishes. If we were to use cos?6 > 0 dlrectly, we might introduce an
unnecessary error of order 1, for example, when ¢ = 0.

Thus,

r cos? 6] sin 0| 7 cos? 0] sin 0|
. X
cos? 0 + r2sin* § cos? 6

|f(rcosf,rsinf) — 1| =

=r|sinf| <r

Taking 1(r) = r, we see that the criterion is satisfied, and

li —
o f(z,y) =0.

Example 2.17. Let f: R*\{(0,0)} — R be defined by

2

_ oy
f(xay) - x2+y4'
Let’s discuss the limit
lim T
o f(z,y).

We switch to polar coordinates.
Step 1: Directional Test. We compute

73 cos @ sin? 6

lim f(rcos@,rsiné lim
r0+ ( )= r—0+ 72 cos?  + risin? 0

rcosfsin?é

im :
r—0+ cos? § + r?sin* 0
If cosf = 0, the limit is 0 since the numerator is zero. If cos# # 0, we obtain

0

— = 0.
cos? 6

Thus,
lim f(rcosf,rsinf) =0,

r—0+t
so we choose [ = 0.
Step 2: Criterion. We have
r| cos 0] sin? @

|f(rcos@,rsinf) — 1| = 020 - 125’0

r| cos 0| sin? @
cos? 6

rsin? 0

" JeosO|
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Here, we used the same estimate as before:

cos? 0 + r?sin* 0 > cos? 6.
. . . a2
However, we run into a problem: the expression in 6, |S£S g|,
If we instead use another lower bound for the denominator,

cos® 0 + r?sin? 0 > r?sin? 0,
we arrive at

| cos 0]

|f(rcos@,rsind) — ] < il d

is unbounded.

35

. . . . 0 .
However, this expression is even worse. Not only is 5% unbounded, but if cos 6 # 0,

sin?
we obtain a term of the form r—!

Zero.

Step 3: Finding a Different Approach to (0,0) That Yields a Different Result.

, which diverges to infinity instead of converging to

When dealing with a denominator containing different powers of x and y, a good

approach is to examine paths of the form (¢%,t%) and choose o and 3 so that the

powers of x and y in the denominator match.

In this case, we want the power of 22 = 2 to match that of y* = ¢*#. Setting

£ =1and a = 2, we obtain 2o = 48 = 4. Then,

. 2 T _
S0 =l = 5

Since this result differs from the directional test, the limit does not exist.
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